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Abstract—The quality and effectiveness of psychotherapy ses-
sions are highly influenced by the therapists’ ability to lead the
conversation with empathy and acceptance. Manual assessment
of the quality of therapy sessions is labor-intensive and difficult to
scale. In this paper, we propose a method for estimating session-
level therapist empathy ratings for Motivational Interviewing
(MI) using therapist language, which has applications in clinical
assessment and training. We analyze different stages within
therapy sessions to investigate the importance of each stage and
its topics of conversation in estimating session-level therapist
empathy. We perform experiments on two datasets of MI therapy
sessions for alcohol use disorder with session-level empathy
scores provided by expert annotators. We achieve average CCC
(Concordance Correlation Coefficient) scores of 0.596 and 0.408
for estimating therapist empathy under therapist-dependent and
therapist-independent evaluation settings. Our results suggest
that therapist responses to client’s discussions on activities and
experiences around the problematic behavior (in this case, alcohol
abuse) along with the therapist’s usage of in-depth reflections,
are the most significant factors in the perception of therapists’
empathy.

Index Terms—Motivational Interviewing, empathy,
attention, quartiles, natural language understanding

self-

I. INTRODUCTION

Empathy in psychotherapy has been described as: “To sense
the client’s private world as if it were your own, but without
ever losing the ‘as if’ quality — this is empathy, and this
seems essential to therapy” [1]. Empathy is hypothesized to
be one of the key ingredients in creating a good therapeutic
relationship, which in turn, is the best predictor of success
in psychotherapy [2]. Indeed, greater therapist empathy has
been linked to better therapeutic outcomes [3], [4] further
highlighting the importance of empathy in counseling.

In this work, we focus on empathy in Motivational Inter-
viewing (MI). MI is an evidence-based therapeutic approach
for enhancing readiness for behavior change through exploring
and resolving ambivalence. MI has been shown to have posi-
tive outcomes for multiple disorders, including alcohol use dis-
order [5]. MI focuses on strengthening personal motivation by
eliciting the client’s own reasons for change while respecting
the client’s agency. Empathy is therefore an important pillar in
ML. It is crucial for the therapist to empathize and understand
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the client’s reasons and motives to best facilitate behavioral
change. Empathy is one of the consistent evaluation metrics for
assessing MI sessions’ quality. Standardized MI coding sys-
tems like the Motivational Interviewing Skill Code 2.5 (MISC)
[6] and the Motivational Interviewing Treatment Integrity 3.1
(MITT) [7] both use therapist empathy as an important metric
for assessing session quality. However, behavioral coding, i.e.,
the process of listening to audio recordings to observe therapist
behaviors for quality assessment, is highly costly and time-
consuming, and therefore, hard to scale. Specifically, obtaining
the session quality ratings requires trained third-party coders
to review and rate the session following the aforementioned
standardized codings, MISC and MITI, on 7-point or 5-point
Likert scales, respectively.

The current work focuses on building models that utilize
therapist language for estimating the session-level empathy
ratings (standardized across datasets). To this aim, we utilize
real-world MI therapy datasets for alcohol abuse [8], [9].
Motivated by past work demonstrating the potential relevance
of the content of certain temporal segments of MI sessions to
outcomes [10], [11], we divide each session into four roughly
equal-length sequential segments (quartiles), each representing
a different stage of the conversation. We aim to determine
whether the language from these segments (often with different
topics elicited by the therapists) has different predictive power
for session-level empathy estimation. Through our analyses,
we show that the language of therapists and clients generally
follows a common progression. We conduct multiple experi-
ments to study the importance of the content in each quartile
for understanding empathy. We demonstrate that the utterances
from the second quartile, which focuses on clients’ activities
and experiences around alcohol, may be more predictive of
session-level empathy.

The main contributions of this paper are as follows.

o We propose and evaluate a regression model for estimat-
ing therapist empathy using spoken language. We demon-
strate that language encoders pre-trained for emotion
recognition provide better results compared with general
purpose encoders, demonstrating the significance of affect
in therapist empathy.



o We investigate and analyze the therapist and client lan-
guage across the session quartiles, showing that certain
quartiles (i.e., discussion of client activities around the
problematic behavior) are more predictive of empathy
overall.

II. BACKGROUND

In MI, the therapist is focused on promoting behavior
change by encouraging clients to verbalize their desire for
change (change talk). MI theory posits that change talk should
have a linear, positive slope over the course of the session as
the therapist selectively evokes and reflects change talk [12],
[13]. This has been examined by dividing the session into
equal parts, though how the session is divided has differed
in a variety of studies. In the first systematic examination
of client change language over the course of an MI session,
Armhein et al. [14] divide MI sessions into ten deciles (each
being 1/10 of the session’s length), and this approach has been
replicated in later work [15]-[18]. These studies also showed
that the amount of change talk increased quadratically over the
session, suggesting that fewer divisions can capture the same
fluctuations of client change language, with later work using
session quintiles (1/5 of the session’s length) [10].

Quality assessment of therapy sessions can provide valuable
insights into how a competent therapist operates, and what
kind of therapist-client interactions are productive. Researchers
have explored approaches to build automatic systems for
quality assessment, for different types of therapy. For example,
Xiao et al. [19] trained a model to predict empathy levels
(high vs. low) using n-gram language model features from
manual and automatically recognized speech (ASR) transcripts
in MI sessions, with encouraging results regarding human
rating correlation (0.65). In [20], the authors extended these
approaches, by integrating the language model features into
a Hidden Markov Model (HMM) in order to capture the
dynamic interactions between utterances in the MI sessions.
They show that the dynamic model improved on the accuracy
of empathy level prediction compared to a static model as in
[21]. To leverage the semantic aspects beyond word counts
(n-grams), researchers have also used Linguistic Inquiry and
Word Count (LIWC) [22] features to predict empathy levels.
Lord et al. [23] used LIWC features to compute language
style synchrony between clients and therapists, finding that
higher empathy ratings are correlated with higher synchrony,
controlling for therapist reflections. Similarly, Gibson et al.
[24] found that these psychologically-motivated LIWC fea-
tures carry complementary information to standard n-gram
features in predicting therapist empathy. This is likely because
LIWC features were also found useful in distinguishing change
vs. sustain talk in client language [25]-[27].

Researchers have also attempted to automatically code ses-
sion behavior (MI codes) as an intermediate step for predicting
session-level quality metrics. For example, Can et al. [28]
used Conditional Random Fields (CRF) in a sequence tagging
framework to predict MI codes based on speech, which are
then used in estimating session quality measures like empathy.

Leveraging the advances in neural network models, a series
of more recent work have focused on using word embeddings
from non-contextualized representations such as GloVe [29]
and word2vec [30], to newer large contextualized models
such as BERT [31], for natural language understanding. For
example, Gibson et al. [32] modeled MI sessions using a
recurrent neural network (RNN) applied to word2vec em-
beddings in order to obtain utterance-level representations,
which are then used to predict empathy levels. In [33], the
authors used GLoVe embeddings as well as LIWC features to
estimate Cognitive Behavioral Therapy (CBT) session quality
as measured by the Cognitive Therapy Rating Scale (CTRS)
scores, finding that therapist-related language features have
more predictive power than client language. In their follow-
up study, Flemotomos et al. [34] expanded their analyses by
incorporating highly contextualized representations, i.e., by
using BERT-based embedding in their classifiers and achiev-
ing consistent performance improvements for session quality
assessment over simple n-gram features.

All these empirical studies use the entire therapy sessions
for predicting therapy quality metrics. However, clinicians are
often interested in the behaviors throughout the session, as it
relates to the topics of discussion to facilitate a more fine-
grained understanding. Our work addresses this limitation by
investigating how language from the temporal segments can
be used to estimate empathy. This is done through training a
regression model using expert-annotated empathy scores for
MI therapy sessions as ground-truth labels.

III. DATASET

In this work, we leverage two clinical datasets of real-world
Motivational Interviewing sessions. Our datasets come from
MI sessions from two populations: 1) College students (ages
18-23) mandated to take part in MI sessions due to alcohol-
related problems [8] and 2) Community-based underage (ages
17-20) heavy drinkers transitioning out of high school who
were not immediately planning to enroll in a 4-year college.
These participants were non-treatment-seeking volunteers re-
cruited via advertisement and recruitment events held at local
high schools, community colleges, etc. [9]. Both populations
underwent single MI sessions, which were delivered as face-
to-face meetings that take approximately 50-60 minutes and
include personalized feedback to promote less risky drinking.

The first dataset contains 219 MI sessions with man-
dated college students. The sessions include audio files and
manual transcriptions. They are coded following the MISC
2.5 guidelines for local utterance-level behaviors, as well as
global ratings of empathy and other MI-related measures like
therapists’ acceptance and MI spirit. 20% of the sessions
were randomly selected and double-coded to verify inter-rater
reliability. Intraclass correlation coefficients (ICCs; two-way
mixed, single measure) were calculated for each variable to
determine inter-rater reliability across rater pairs [35]. For this
dataset, the ICC scores for therapists’ global measures range
from 0.47 to 0.78, which is considered “fair” to “excellent”
[36].



The second dataset comprises of 81 MI sessions with
community-based underage drinkers consisting only of audio
files. We used the Google Automatic Speech Recognition
(ASR) service for the automatic transcription of the sessions.
We manually verified the ASR quality of a subset of sessions
and found the transcriptions have a few issues that are minor
enough not to affect this work (e.g. missing or inserting dis-
fluencies such as ‘uh’s and ‘um’s). The sessions are annotated
with utterance-level codes, as well as global ratings of therapist
skills like empathy and acceptance following the MITI 3.1
coding system. Similar to the first dataset, 20% of the sessions
were randomly selected for double-coding and ICC scores
(two-way mixed, single measure) were computed [37]. ICC
for this dataset was 0.83, which is considered “excellent” [36].

Since both datasets follow different coding systems on
different Likert scales (5- and 7-point), we scale the empathy
ratings between 0—1. Fig. 1 demonstrates the histogram across
the datasets, and dataset statistics are presented in Table I.
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Fig. 1. Histograms of empathy ratings across our two datasets (left, center),
and the combination of both datasets (right) with scaled empathy scores
between [0-1].

TABLE I
DATASET STATISTICS: SESSION LENGTH (IN MINUTES) AND AVERAGE
NUMBER OF TURNS (STANDARD DEVIATION IN PARENTHESES)

# sess | avg. length (min) | avg. # turns
Dataset1 219 49.9 (13.7) 422 (128.2)
Dataset2 82 54.3 (12.1) 600 (138.5)

IV. APPROACH
A. Session Segmentation

In this work, we focus on using the therapist’s spoken
language for estimating the empathy ratings with a regression
model. MI therapists are trained to follow a common (but
flexible) structure, which inspired our approach to studying

language patterns at the quartile level. A typical session
roughly progresses as follows: In the first quartile (Q1) the
therapist asks about the client’s drinking habits and discussing
how alcohol fits into their life. The client provides information
on their overall patterns of drinking such as number of drinks
on a typical drinking day, average number of drinking days
per week etc. In the second quartile (Q2), the client discusses
the activities they partake in while drinking. These activities
mostly revolve around social activities such as parties and
drinking games. The therapist provides insights into some of
the physiological effects of such drinking behaviors. The third
quartile (Q3) focuses on personalized feedback, where the
therapist usually provides statistics and quantitative assessment
of the drinking behaviors of the client, e.g. how the client com-
pares to other people of their age. In the final quartile (Q4), the
client and therapist discuss potential actions corresponding to
their plan for change. We provide a preliminary analysis of the
common language within session quartiles for more insights
into the data. We use class-based tf-idf (Term Frequency -
Inverse Document Frequency) analysis to obtain top n-grams
per quartile, by exploring individual quartiles combined across
all sessions to represent documents. Table II shows the most
frequent bi-grams from session quartiles, showing an overall
pattern for the session progression.

The decision to divide the sessions into quartiles has mul-
tiple practical advantages. First, the quartiles can be mapped
onto the format of the sessions of interest into four structural
segments described above. Second, a quarter of a session
is more interpretable for clinician training and supervision
implications than considering a larger (whole session) or
smaller (decile) part of a session. Finally, analyzing session
language at the quartile level would alleviate the loss of
information associated with limitations in a neural network
model’s context or input sequence length when modeling the
entire session.

Since we do not have access to precise annotations of the
start or end points of each stage in the sessions (in addition
to the fact that the session structure might be more fluid and
flexible), we divide the session into four quartiles by time to
access utterances within each quartile. We study the therapist
language within the quartiles to explain the progression and
investigate the importance of each quartile in the estimation
of perceived therapist empathy.

B. Model

In this work, we investigate the therapist’s in-session lan-
guage with respect to its perceived empathy level. For en-
coding the therapist utterances, we leverage the recent ad-
vancements on language representation by fine-tuning the pre-
trained model distil-RoBERTa (distilled Robustly Optimized
BERT Pretraining Approach) [38]. We obtain the language
representations from the input window and feed the sequence
to an initial linear layer for dimensionality reduction, followed
by single-layer bidirectional Gated Recurrent Units (GRU).
We take the output from the entire sequence and feed them
into a multi-head self-attention layer [39] for learning the



TABLE II
MOST COMMON BI-GRAMS ACROSS SPEAKERS AND QUARTILES
*BAC: BLOOD ALCOHOL CONTENT

Dataset1 Dataset2
therapist client therapist client
heaviest week, questions started, Thursday Friday, week yeah, | love just, adult make, community college, looking job,
QI | drinks single, single day, Saturday like, sounds right, really opens, related alcohol, just hanging, make money,
maximum number number drinks life young, hopes dreams going school
slurred speech, particular bacs*, slurred speech, flip cup, regret getting, trouble having, high tolerance, shit faced,
Q2 | outer brain, tolerance heard, self conscious, reaction time, | standard drink, age 21, funny like, high number,
emotional center, people associate drinking game measure alcohol binge drinking
went estimation, called perceived, talk people, easier talk, later regretted, alcohol dependence, | alcohol level, like woke,
Q3 | thought average, people overestimate, | bad time, nights week, spend drinking, percent money, spend time, heavy drinker,
myth alcohol neglected responsibilities lead dangerous family history
seal envelope, related problems, drink unattended, designated | lot today, make hard, drinking games, peer pressure,
Q4 | alcohol problems, drinkers alcohol, driver, good idea, really appreciate, keeping track, avoid drinking, need help,
severe consequences avoid drinking, leave drink complete stranger drug use

relative importance per utterance within the input window. The
weighted sequence representations are aggregated into a final
representation of the input window by concatenating the mean-
and max-pooled hidden states of the entire sequence. These
learned representations are passed through a final linear layer
for regression.!

Using this network architecture, depicted in Fig. 2, we build
a regression model for learning continuous empathy ratings
for session quartiles. We further aggregate these quartile-level
estimations to obtain the session-level empathy, by taking the
average across quartiles. In addition to using a base encoder,
motivated by the affective nature of empathy, which involves
identification with others’ emotional experiences, we also
train our models with a distil-RoBERTa-emotion encoder [40],
which is pre-trained on multiple emotion datasets [41]-[45].

C. Experimental Setup

In this work, we train and evaluate our method on a
combined dataset of 301 real-world MI sessions. We extract
a fixed window size with the first 64 therapist turns. The
choice of window size was based on the average length of
session quartiles in terms of the number of therapists’ speech
turns and the hardware constraints. We use distil-RoBERTa
[38] or emotion-distil-RoBERTa [40] encoders for our text
representation while fine-tuning the final layer for our task.
The dimension of the input vector embeddings is 768, and the
hidden dimensions for the initial linear layer and GRU are 512
and 256, respectively, and the dropout rate after self-attention
is set to 0.5.

We use 5-fold cross-validation for training and evaluation
of the overall dataset, and report the test results by select-
ing the model with the highest validation performance. We
perform both therapist-dependent and therapist-independent

IThe code for this model is publicly available at
https://github.com/ihp-lab/empathy-recognition-acii-2023

cross-validation. In the therapist-dependent cross-validation,
the splits are not disjoint by the therapist, meaning sessions
from the same therapist can appear in both train and test sets.
On the other hand, in therapist-independent cross-validation,
sessions from the same therapist do not appear in both training
and testing data, preventing the model from learning any
therapist-specific patterns or idiosyncrasies. We optimize the
network weights using AdamW, with a batch size of 8 and
a learning rate of 5¢=5. The small batch size is due to the
memory constraints on GPUs given the large input size for
each sample. We use the Concordance Correlation Coefficient
(CCC), a widely used evaluation metric for regression that
measures agreement between the prediction and ground-truth
values. Past work demonstrated that using CCC loss results in
superior performance in emotion recognition [46]. Therefore,
we opt to use a CCC loss rather than a more commonly used
Mean Squared Error (MSE) loss.

V. RESULTS AND DISCUSSION

A. Base Models vs. Emotion Models

In our first set of experiments, we compare two different en-
coders for language representations, namely, distil-RoBERTa
[38] and distil-emotion-RoBERTa [40], to see if an encoder
pre-trained on emotion recognition tasks provides performance
improvements for estimating empathy as an affective construct.
Our previous experiments showed that the distilled model
versions are on-par with their full model counterparts (distilled
RoBERTa vs. RoBERTa-base) in terms of performance. This
may be due to our limited data size, so we focused on distilled
encoders across all experiments.

In Table III, we provide the model performance across
different session quartiles, under both therapist-dependent and
therapist-independent settings. From these results, we can see
that the emotion-RoBERTa outperforms the RoOBERTa encoder
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Fig. 2. The model includes an utterance encoder (distil-RoBERTa [38] or emotion-distil-RoBERTa [40]) whose output is projected to a lower-dimensional
space by the following linear layer. The sequence of utterance-level representations is then fed to a Bidirectional Gated Recurrent Unit (Bi-GRU) layer. The
GRU is followed by a two-head self-attention layer on GRU’s hidden states whose output is mean- and max-pooled into the final vector embedding, which

is fed to a final linear layer for regression.

on average, leading to higher performance results on the
session-level estimations.

The performance gap is more evident in the therapist-
independent setting, especially for the first quartile, Q1, (from
0.150 to 0.367) potentially due to affect-related language in
that quartile. Comparing the performance across the quartiles,
Q2 is consistently more predictive in the therapist-dependent
setting, although the pattern is not consistent for the therapist-
independent scenario. The session-level performance, obtained
by aggregating the predictions across all quartiles, performs
best in all but one of the cases, reaching CCC scores of 0.596
and 0.408 for therapist-dependent and independent cases,
respectively. As expected, there is a drop in performance in
the therapist-independent evaluation setting, since the model
can’t utilize individual therapist characteristics for recognition.
This gap is exacerbated by the real-world nature of our dataset
and the large variation in the number of sessions per therapist,
which we will further discuss in Section V-C.

TABLE III
PERFORMANCE RESULTS (CCC SCORES) COMPARING DISTIL-ROBERTA VS.
EMOTION-DISTIL-ROBERTA ENCODERS, UNDER THERAPIST-INDEPENDENT
AND THERAPIST-DEPENDENT SCENARIOS. THE RESULTS INDICATE THE
MEAN ACROSS THE CROSS VALIDATION FOLDS, WITH STANDARD
DEVIATION IN PARENTHESES.

therapist-dependent therapist-independent

base emotion base emotion
Ql 0.510 (0.05) | 0.488 (0.08) || 0.150 (0.09) | 0.367 (0.16)
Q2 0.546 (0.03) | 0.544 (0.04) || 0.264 (0.15) | 0.341 (0.12)
Q3 0.436 (0.06) | 0.528 (0.08) || 0.291 (0.07) | 0.310 (0.10)
Q4 0.450 (0.10) | 0.470 (0.11) || 0.341 (0.16) | 0.344 (0.17)
sess. | 0.572 (0.04) | 0.596 (0.06) || 0.320 (0.12) | 0.408 (0.16)

B. Cross Corpus vs. Within Corpus

In our next set of experiments, we use the emotion encoder
due to its superiority, under the therapist-independent config-
uration for more robust results invariant to individual charac-
teristics. As shown in Table II, the sessions generally follow a
similar structure of progression despite some differences in the
discussed content. To further analyze this aspect, we explore
the overall generalizability of our model predictions across
datasets under within-corpus and cross-corpus evaluations.

To this end, we first train and evaluate our model within
corpus on our larger dataset (Datasetl). Next, we perform
cross-corpus testing by using Dataset]l as the training set
and Dataset2 as the validation set with the main goal of
identifying whether certain session quartiles are more similar
in language. The results are shown in Table IV, with the
first column providing the within-corpus results using a 5-fold
therapist-independent cross-validation. The remaining columns
on the right provide the scores when training on Dataset] and
validating on Dataset2 under different combinations of session
quartiles.

TABLE IV
CCC SCORE RESULTS IN WITHIN-CORPUS AND CROSS-CORPUS
EXPERIMENTS, THERAPIST-INDEPENDENT SETTING. THE WITHIN-CORPUS
RESULTS INCLUDE THE MEAN ACROSS THE CROSS VALIDATION FOLDS,
WITH STANDARD DEVIATION IN PARENTHESES. THE CROSS-CORPUS
RESULTS ARE OBTAINED FROM TRAINING AND VALIDATION ON THE
ENTIRE DATASETS.

Within- Cross-corpus testing (Dataset2)
Datasetl

corpus Ql Q2 Q3 Q4 sess.
Ql 0.173 (0.18) || 0.107 | 0.178 | -0.018 | 0.067 | 0.114
Q2 0.342 (0.18) || 0.229 | 0.188 | 0.134 | 0.102 | 0.198
Q3 0.293 (0.19) || 0.037 | 0.186 | -0.007 | 0.058 | 0.053
Q4 0.228 (0.27) || 0.092 | 0.191 | -0.009 | 0.069 | 0.112
sess. 0.299 (0.20) || 0.134 | 0.194 | 0.016 | 0.090 | —

We first compare the within-corpus results, in which the
model was trained and tested on Datasetl. Compared to
the results on the combined dataset (last column of Table
III), the results for Q2 and Q3 are on par across the two
experiments, suggesting that these quartiles are most similar
in terms of therapist language across datasets. On the other
hand, the performance on Q1 and Q4 seems to suffer from
significant drops, likely due to the differences in dataset
characteristics. Additionally, in the cross-corpus setting, results
were consistent when the model was trained on Q2, i.e. the Q2
model transfers well to all test quartiles. Conversely, models
trained on any quartile also performed most consistently on Q2
quartiles in test. These findings suggest that there is a language
commonality in this specific Q2 quartile across datasets. Recall
that Q2 is when the clients are describing their activities
around drinking, and the therapist informs them of possible
behavioral effects while expressing understanding in a non-
judgemental manner, in accordance with MI protocols.



C. Therapist Analysis

One of the challenges of the dataset in the therapist-
independent scenario is the high imbalance of the number of
sessions across different therapists, ranging from 1 to 44. In
Datasetl, we have 219 sessions run by 13 therapists (IDs 1-
13), and in Dataset2 we have 82 sessions run by 3 therapists.
One session had missing therapist information, so we coded
this session as conducted by a separate therapist, i.e., Dataset2
includes therapist IDs 14-17. While the 17 therapists follow the
same guidelines across datasets, they have different variances
in empathy ratings across sessions. Fig. 3 shows the empathy
ratings across different therapists. As described earlier, the two
datasets are rated using different Likert scales, which we have
scaled to [0,1] for our analysis.

Our research question in this section is: what constitutes a
more empathetic therapist, and we explore this question by
studying the types of language and MI codes therapists use.
MI codes are utterance-level categories following standardized
MISC/MITTI coding systems. These codes categorize the ses-
sion utterances into therapist- and client-specific categories.
In this analysis, we focus on therapist codes, which include
simple/complex reflections, open/closed-ended questions, giv-
ing information, facilitation, etc. To this end, we categorize
the therapists into groups of high vs. low empathy using their
average empathy ratings across sessions. We select a threshold
of 0.7, leading to a balanced grouping. We then obtain
the normalized usage of each MI code per therapist across
different quartiles, by taking the average across sessions. We
run Kruskal-Wallis tests across the two groups for different
therapist-specific codes including simple/complex reflections,
open/closed-ended questions, giving information, etc. Table V
demonstrates the significant MI codes that distinguish high vs.
low empathy scores across quartiles.

TABLE V
SIGNIFICANT THERAPIST CODES ASSOCIATED WITH EMPATHY;
**PVALUE < 0.01; ¥*PVALUE < 0.05; POSITIVE(+) AND NEGATIVE(-)
ASSOCIATIONS WITH EMPATHY ARE SHOWN IN PARENTHESES

Significant therapist codes

MlI-consistent** (+); Open-ended question*® (+)
Ql

Giving information* (-)

Complex reflection** (+); MI-consistent** (+)
Q2

Ml-inconsistent* (-); Giving information* (-)

Q3 | MI-consistent®* (+); Complex reflection® (+)

Q4 | Complex reflection * (+)

These findings are consistent with what we would expect,
based on general MI guidelines. In particular, ‘MI-consistent’
is a large category that includes codes like ‘advice with
permission,’ ‘affirm,” ‘emphasize control,” and ‘support.” The
results show that the ‘MI-consistent’ category is significantly
and positively associated with perceived empathy across most

TABLE VI
SAMPLE DIALOGUE EXCERPTS FROM THE DATASETS INCLUDING
CORRESPONDING MI CODES. T DENOTES THE THERAPIST AND C
DENOTES THE CLIENT.

T: ... you can see that on a typical occasion and on the heavier
occasion you are getting above that (Giving information)

C: oh yeah i wouldn’t i wouldn’t consider driving after more
than like two drinks basically ... (Change talk)

T: okay so it sounds like the avoiding the driving is pretty

important to you (Complex reflection)

T: ... that’s definitely not a positive effect of drinking you know
balance and movement are affected (Change talk)

C: so it sounds like for you that would be really difficult
especially if you know you tend to try to stay in control of
yourself and situations and having that impairment

(Complex reflection)

C: yeah i was drinking every day for like four years right and
(Follow/neutral)

T: ... it is less for sure and you are functioning
so it makes sense that you know you wouldn’t think that
the number would be as high as it is but when you look at ...

(MI-consistent)

quartiles. ‘Complex reflection,” which consists of reflections
that add substantial meaning or emphasis to what the client
had said, is also significantly and positively associated with
therapist empathy. ‘Complex reflection,” which can be a good
indicator of empathetic understanding, has a stronger associ-
ation in Q2 (p-value < 0.01), where the client is describing
their activities and experiences around drinking alcohol. This
further supports why Q2 is a prominent quartile for the
estimation of session-level empathy in the majority of our
experiments. This result also suggests that effective therapists
exhibit deep and empathetic understanding around discussion
of alcohol-related activities and experiences.
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Fig. 3. Empathy ratings across different therapists. Therapist IDs 1-13 are
from Datasetl; Therapist IDs 14-17 are from Dataset2.

Other statistically significant codes include ‘MI-



inconsistent’ and ‘Giving information’, which are both
negatively associated with empathy. ‘MI-inconsistent’ consists
of those actions directly proscribed by MI guidelines (such
as giving advice without permission, confronting, directing),
which shows to be detrimental to perceived therapist empathy.
‘Giving information,” which is the category for when the
therapist explains something, educates or provides feedback,
is also negatively associated with empathy. This suggests
that these types of speech should be used in moderation by
therapists. Some example dialogue excerpts are shown in
Table VI, noted with the types of MI codes associated with
each utterance.

VI. CONCLUSION

In this paper, we presented a method for computational
understanding of therapist empathy in MI therapy sessions.
To this end, we utilized therapist language from individual
quartiles within the sessions. We developed and evaluated a
neural network architecture for estimating empathy ratings per
session using therapist language. We conducted experiments
and analyses within and across datasets to gather insights into
the importance of each quartile within the session progression.
Our results indicate that the second quartile of the session,
which is commonly focused on discussing clients’ experiences
around drinking alcohol, may be of higher importance for
estimating therapist empathy. We achieved promising results
for estimating empathy using pre-trained language encoders
with affect-aware representations. Moreover, our analyses
show that therapists with higher empathy ratings tend to
provide more complex reflections, which are most significant
during the second quartiles. This finding provides evidence for
the importance of complex reflections for therapist empathy,
through demonstrating a deeper understanding of the client by
the therapist.

Therapist empathy is key to successful therapy. Modeling
and understanding empathy requires effective and efficient
means, in order to facilitate therapist training and therapy
quality assessment. With this work, we provide evidence for
the salience of certain topics (experiences around problematic
behaviors) and therapy techniques (reflection), where empathy
is most effectively modeled and potentially where it is most
important for building an empathetic alliance.

ETHICAL IMPACT

The datasets and labels are the result of a secondary analysis
from past studies, which were reviewed by their relevant IRB
(see the original studies [8], [9].) The original data were
recorded with informed consent from the participating clients
to be used for research. The original studies allowed for
secondary analysis of the audio recordings for training and
research purposes, in accordance with the goals of the original
study and the participants’ consent. In the original studies,
the audio data were reviewed and cleared of any identifiable
information, such as names and addresses. Therefore, the
research presented in this paper was deemed IRB-exempt
analysis of secondary data by the USC IRB, which designated

the data non-identifiable. Nevertheless, we ensured that data
was always transferred and stored by encrypted and password-
protected means. When speech data from the second dataset
were transcribed by the Google Cloud speech-to-text service,
data were transferred through encrypted connections and were
only kept in the protected cloud storage for the minimum
necessary duration to complete the transcription. We also did
not allow the cloud service provider to log the data during
transcription for additional protection. We chose Google Cloud
Platform due to its superior performance in transcription and
its reputation and ability to provide secure and compliant
services for storage and analyses of sensitive data. Specifically,
Google uses encryption in receiving speech data; It does
not claim ownership over the speech data and the resulting
transcripts, and does not store or reveal the information when
logging is not enabled by the user.

The goals of this study and its developed tools are to
provide efficient and scalable means for assisting clinicians in
psychotherapy quality assessment and clinical training. This
work is in the research phase and future deployment in the
real-world setting would be subject to additional experiments
for validation through trials.
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